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Abstract

Early and reliable identification of lung cancer plays a critical role in improving patient survival. This paper
presents a computer-aided diagnosis framework for the detection of lung cancer from computed tomography (CT)
images using digital image processing and classical machine learning techniques. The proposed pipeline consists
of image preprocessing, lesion segmentation, feature extraction and supervised classification. Noise reduction
and contrast enhancement are applied during preprocessing, followed by edge-based and watershed segmentation
to isolate candidate regions. Both region-based and texture-based features are extracted from the segmented
images and are used to train Support Vector Machine (SVM), Random Forest (RF) and Artificial Neural Network
(ANN) classifiers. Performance is evaluated using accuracy, precision, recall and F1-score. Experimental results
indicate that the ANN classifier achieves the best overall performance for both feature categories. The proposed
approach demonstrates that a structured feature-driven machine learning framework can effectively support
automated lung cancer detection from CT images.

Keywords: Lung cancer detection, CT images, image segmentation, feature extraction, machine learning, ANN,

SVM, Random Forest.

1

. Introduction

Lung cancer remains one of the leading causes of
cancer-related mortality worldwide. The major
challenge in clinical practice is the early and reliable
detection of malignant nodules from large volumes
of medical imaging data. Computed tomography
(CT) imaging is widely used for screening and
diagnosis; however, manual inspection of scans is
time-consuming and subject to inter-observer
variability. Consequently, automated  and
semi-automated decision-support systems have
gained significant attention.

Machine learning and digital image processing
provide effective tools for extracting relevant
patterns from medical images. Preprocessing and
segmentation techniques allow the isolation of
suspicious regions, while feature extraction and
classification algorithms support the identification
of benign and malignant nodules. This study focuses
on a conventional but interpretable machine learning
framework that integrates image processing with
feature-based classifiers.

1.1 Purpose of Machine Learning in Medical
Imaging

Machine learning enables computer systems to learn
discriminative patterns directly from data and

improve prediction accuracy without explicit
rule-based programming. In medical imaging,
machine learning is primarily employed to support
diagnosis, reduce human error, and enhance the
efficiency of clinical workflows.

1.2 Problem Statement

The growing incidence of lung cancer and the
limited availability of expert radiologists motivate
the development of automated detection systems.
Distinguishing benign and malignant nodules in
early stages remains a challenging task due to image
noise, low contrast and variability in nodule size and
appearance.

1.3 Objectives

The main objectives of this work are:

To design a complete lung cancer detection pipeline
using CT images.

To apply preprocessing and segmentation methods
for accurate region isolation.

To extract discriminative region-based and
texture-based features.

To evaluate multiple machine learning classifiers for
benign and malignant classification.

2. Related Work
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Several studies have explored automated lung
cancer detection using machine learning and deep
learning approaches. Previous research has
employed texture, shape and statistical features
combined with classifiers such as SVM and ANN
for nodule classification. More recent works focus
on convolutional neural networks and multi-modal
imaging techniques. However, classical
feature-based approaches remain valuable due to
their lower computational requirements and higher
interpretability, especially in resource-constrained
environments.

3. Proposed Methodology

The proposed framework consists of four major
stages:  preprocessing, segmentation, feature
extraction and classification. The overall workflow
is illustrated in Figure 3.1 and the system
architecture is shown in Figure 3.2 (figures retained
from the original attachment).

3.1 Preprocessing

CT images are first enhanced using histogram
equalization to improve contrast. Median filtering is
applied to suppress impulse and acquisition noise
while preserving structural edges. The preprocessing
stage improves the reliability of subsequent
segmentation.

3.2 Segmentation

Segmentation is performed to identify candidate
lung lesion regions. Edge detection using the Prewitt
operator is initially applied to highlight boundaries.
Thresholding is then used to retain prominent edges.
Finally, watershed segmentation based on gradient
magnitude is employed to refine the lesion regions.
3.3 Feature Extraction

Two groups of features are extracted from the
segmented regions:

Region-based features

Area

Perimeter

Centroid

Texture-based statistical features

Mean intensity

Standard deviation

Smoothness

Entropy

These features provide complementary spatial and
textural information for classification.

3.4 Classification

Three supervised learning algorithms are used:
Support Vector Machine (SVM)

Random Forest (RF)

Artificial Neural Network (ANN)

The classifiers are trained using the extracted
features to predict whether a nodule is benign or
malignant.
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4. Dataset Description

The experiments are conducted using publicly
available lung CT datasets, including subsets of the
Kaggle Data Science Bowl 2017 dataset and the
LUNA16 dataset. These datasets contain
three-dimensional CT scans with expert annotations.
Due to computational limitations, selected subsets
are used for experimentation. The image dimensions
are approximately 512 x 512 per slice with 200-300
slices per scan.

5. Experimental Setup and Evaluation

The dataset is divided into training and testing sets.
Performance is evaluated using the following
metrics:

Accuracy

Precision

Recall

F1-score

A confusion matrix is used to analyse classification
outcomes.

5.1 Performance Results

The classification performance obtained using
region-based features is summarized in Table 1
(retained from the original attachment).

Classifier ~ Accuracy Precision Recall F1-Score
Random 500, 1000, 50% 67%
Forest

SVM 86% 100%  67% 80%
ANN 92% 100%  69% 81%

The corresponding accuracy graph is shown in
Figure 5.4.1 (retained from the original attachment).
The ANN classifier consistently achieves higher
accuracy and balanced performance across all
metrics

Fig Upload CT Scan
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Fig 3 Cancer Masks
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6. Discussion

The experimental results demonstrate that
combining digital 1image processing with

(2]

[3]

conventional machine learning techniques can
effectively support lung cancer detection. Texture
and region-based features jointly capture important
characteristics of lung nodules. While SVM and
Random Forest provide competitive results, ANN
exhibits superior generalization capability for the
considered feature space.

The segmentation quality directly influences
classification performance. Errors in edge detection
or watershed segmentation may lead to incomplete
or inaccurate lesion regions, which in turn affect
feature reliability.

7. Conclusion

This paper presented a feature-based machine
learning framework for lung cancer detection using
CT images. The system integrates preprocessing,
segmentation, feature extraction and supervised
classification. Experimental evaluation shows that
the ANN classifier provides the highest accuracy
among the evaluated models. The proposed
approach offers an efficient and interpretable
solution suitable for clinical decision-support
systems.

8. Future Work

Future work will focus on integrating deep
learning-based segmentation and classification
models to further improve detection accuracy.
Hybrid models combining handcrafted features with
convolutional neural network features will also be
explored. In addition, larger and more diverse
datasets will be employed to improve model
robustness and clinical reliability.
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